
Leveraging LLVM Optimizations to Speed up Constraint Solving

Satisfiability Modulo Theories (SMT) constraints are first-order
logical formulas used to encode program analysis problems. SMT
solving is the foundation for LLVM-based analysis tools such as
KLEE [2], and analyses of the LLVM project itself, such as Alive
and its progeny [4–6]. When solvers can handle problems more
quickly, these tools perform better. For example, reducing solv-
ing time equates to greater code coverage in symbolic execution
of LLVM IR programs [2]. State-of-the-art solvers for SMT con-
straints, including CVC5 [1] and Z3 [3] efficiently reason about
some problems over bitvectors and floating-point numbers, yet
many constraints still take a prohibitively long time to solve. We
take a fresh perspective on speeding up SMT solving: by harnessing
the power of existing LLVM optimization passes, we can simplify
constraints before passing them to a solver. Thus while existing
work uses constraint solving to analyze programs, we “flip the
script” and give solver users the benefit of the extensive effort made
to develop LLVM optimization passes. Our strategy is to translate
SMT constraints into LLVM IR, apply the optimizer, and then trans-
late back. This alleviates manual developer effort in understanding
both solver and LLVM internals, and can apply to any SMT solver
since it pre-processes constraints.

We instantiate our approach with a practical tool called SLOT
(SMT-LLVM Optimizing Translation) [7], which takes as input SMT
constraints and produces simplified constraints, which are then fed
to a solver. SLOT consists of three components: a frontend which
converts SMT constraints to IR, LLVM’s existing compiler opti-
mizer, and a backend, which translates IR functions back into SMT
constraints. The key challenge for SLOT is bridging the semantic
gap between SMT constraints and LLVM IR. While many SMT-LIB
functions have direct equivalents in LLVM (bitvector addition, or
floating–point division, for example), the languages differ in subtle
ways. For instance, bitvector division in LLVM is undefined for
some inputs on which it is defined in SMT-LIB. SMT-LIB is missing
definitions of several critical LLVM bit operation intrinsics such
as counting set bits, while LLVM is missing some SMT-LIB opera-
tions like bvsmod. We bridge the gap by developing a one-to-one
mapping between SMT-LIB function applications and sequences of
LLVM instructions.

Our extensive empirical evaluation on more than 100,000 bench-
marks from the standard SMT-LIB benchmark set demonstrates that
SLOT allows LLVM optimizations to substantially speed up SMT
solving, especially for complex constraints which would otherwise
take a long time to solve. SLOT speeds up average solving time by
more than 2× for bitvector and floating–point constraints, and as
high as 3× for mixed constraints. It also increases the number of
solvable constraints at fixed timeouts by up to 80%. Moreover, we
expand the uses of LLVM’s optimization repertoire by giving solver
developers new insights about which existing compiler strategies
could be useful in the solving context—we find that simple peep-
hole optimizations, reassociation, and global value numbering are
the most effective at speeding up solving. Our results therefore
expand the uses of LLVM to SMT solvers which play a key role in

both industry and academia, and complete the circle by improving
analysis tools useful to LLVM’s further development.
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